
port Levelt et al.’s assumption that words have metrical frames
that specify a word’s number of syllables and main stress position,
but which do not include segmental content. Before elaborating
further on this point and going on to the second, it is necessary to
consider a study conducted by Meyer (1994), which is apparently
inconsistent with this conclusion. Meyer’s experiments considered
whether the conclusions I drew in my 1993 paper would hold up
in Dutch. Meyer varied certain characteristics of the critical
words, such as whether vowels were short or long, and she found
only partial support for my conclusions: pause compensation oc-
curred but was only partial, so that the words with longer syllables
had longer total durations. Two possible counterarguments can be
made: one is that there simply are cross-linguistic differences in
these phenomena (this is the conclusion Meyer draws). The other
is that when duration intervals are created they ignore segmental
content but not CV (consonant-vowel) structure. In other words,
the difference between a word with a short vowel such as tak
(branch) and a long vowel such as taak (task) might be represented
as CVC versus CVVC, and that information might be available in-
dependently of segmental content. A critical experiment, then,
would be to vary Dutch syllables differing only in whether a vowel
is tense or lax; the model I laid out predicts that pause compensa-
tion will be total, while Meyer’s arguments would lead one to ex-
pect any compensation to be only partial.

Second, regardless of when segmental content is accessed dur-
ing the production of words in sentences, it is clear that word pro-
duction depends critically on prosodic context. Words are pro-
duced differently when they occur at the edge of a major prosodic
constituent compared with any other position, and their charac-
teristics differ when they are semantically prominent rather than
more discourse-neutral. The latter point suggests that the con-
ceptual information that makes its way through the word produc-
tion system includes not just stored knowledge but dynamically
specified information as well.
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Abstract: The theory of lexical selection presented by Levelt, Roelofs &
Meyer addresses the mechanisms of semantic activation that lead to the
selection of isolated words. The theory does not appear to extend naturally
to the referential use of words (particularly pronouns) in coherent dis-
course. A more complete theory of lexical selection has to consider the se-
mantics of discourse as well as lexical semantics.

A successful theory of lexical selection in speech production must
explain a huge number of phenomena, ranging from the semantic
makeup of words to how the articulatory form of a phonetic seg-
ment accommodates neighboring segments. The theory pre-
sented by Levelt, Roelofs & Meyer tackles an impressive number
of these phenomena with substantial conceptual analysis and em-
pirical evidence, but it does not tackle all of them. In this com-
mentary I will analyze issues associated with one particular lexical
phenomenon, the use of pronouns, that Levelt et al. do not ad-
dress and that provide some challenges to the framework that they
present.

Pronouns are very common; “he” is the tenth most frequent
word in English and other pronouns (“it,” “his,” and “I”) are not
far behind (Kuçera & Francis 1967). It seems likely that this class
of words is frequent because it is very useful. Researchers from a
number of disciplines (e.g., Brennan 1995; Fletcher 1984; Grosz
et al. 1995; Marslen-Wilson et al. 1982) have focused on how pro-
nouns (and other reduced expressions) contribute to the coher-

ence of discourse by implicitly marking the semantic entities that
are central to a discourse. Do the mechanisms described by Lev-
elt et al. provide a way of accounting for this use of pronouns?

Levelt et al.’s theory has been developed primarily to provide a
detailed account of speakers’ performance in the picture-naming
task. A speaker who repeatedly exclaimed “it” in response to the
stimulus pictures would justifiably be regarded as uncooperative,
so it is not surprising that the task provides little evidence on pro-
noun selection. Yet during an ordinary conversation a speaker
would be expected to use “it” frequently to refer to the kinds of
objects represented in the stimulus pictures. Consider the follow-
ing sentence, which Levelt et al. offered as a possible way that a
speaker might describe a picture.

I see a chair and a ball to the right of it.

Here the expressions “a chair” and “it” are coreferential; they re-
fer to the same thing. Presumably Levelt et al. would say that the
word “chair” is selected because the conceptual and semantic pre-
conditions stimulated by the picture lead to its being the most
highly activated lemma. But then why is the same entity subse-
quently referred to with “it”? The semantic system used by Lev-
elt et al. was selected to avoid the hyperonym problem, that is, in
a compositional representation the activation of the semantic fea-
tures of a concept will also activate any superordinates of that con-
cept. From this perspective on semantics, pronouns might be seen
as the ultimate hyperonyms, those specifying only minimal se-
mantic features such as gender, number, and animacy. Levelt et
al.’s use of a semantic system designed to avoid inadvertent intru-
sion of hyperonyms does not immediately suggest a reason for the
widespread, systematic use of a particular class of hyperonyms.

The example sentence points to the powerful ways in which sen-
tential and discourse context can influence lexical selection, a
topic I have worked on with my colleague Randall Hendrick.
Building on the work of others, we (Gordon & Hendrick 1997; in
press) have argued that a discourse model consists of a set of se-
mantic entities and a series of predications, of which the entities
are arguments. With respect to lexical selection, we have argued
that the primary purpose of names (and other unreduced refer-
ring expressions) is to introduce semantic entities into a model of
discourse, whereas the primary purpose of pronouns (and other
reduced expressions) is to refer directly to entities that are promi-
nent in the discourse model. On this view, results from a task like
picture naming may provide evidence about the mechanisms that
a speaker uses to initially introduce an entity into the discourse.
Competitive selection based on activation levels is an attractive
mechanism for accomplishing this, one that builds on the sub-
stantial explanatory use of such mechanisms within cognitive psy-
chology to account for a variety of semantic and lexical processes.
However, this appealingly straightforward mechanism may have
to be substantially augmented if it is to account for the selection
of words that refer to entities in an evolving discourse model as
well as words generated from long-term memory. For the exam-
ple sentence, we would argue that the selection of the pronoun re-
flects the prominence of the semantic entity CHAIR in the dis-
course model. To the extent that we are right, a theory of lexical
selection must not only address the semantic organization of lexi-
cal concepts in long-term memory (as Levelt et al.’s theory does);
it must also address the semantics of models created to represent
the interrelations of entities and concepts in a discourse. The prin-
ciples governing lexical selection from these two domains may be
quite different.
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categories (e.g., animates vs. artifacts) are clustered in distinct
(but contiguous) cortical regions.

In this view, lemmas would also have a syntactic role. It is clear
that syntactic properties cannot be directly attached to concepts,
because semantic features do not directly map onto syntactic fea-
tures. The syntactic properties could be attached to the phonologi-
cal or orthographic word forms; however, this is computationally
inefficient because syntactic information is modality-independent
(but see Caramazza 1997). Therefore, the intermediate lemma
level is the most adequate for accessing syntactic information.

Lexical concepts acquire syntactic properties relatively late in
development (between the ages of 2.6 and 4 years; see Levelt et
al., sect. 1). This process is termed syntactization by Levelt et al.
and refers to the development of a system of lemmas. However,
the explosive growth of the lexicon takes place between the ages
of 1.6 and 2.6. This means that an efficient mapping between con-
cepts and phonological word forms is already established at that
onset of the syntactization process. Within the architecture of
Levelt et al.’s model, such mapping would presumably involve
conceptual nodes and word forms, thus bypassing the yet-to-be-
developed lemmas. Therefore, the later development of the
lemma level would mean a massive rewiring of the lexical system.
We believe that such a process is truly unlikely (both from the
neural and computational standpoints). By contrast, if lemmas de-
velop as a necessary component of the mapping between mean-
ing and phonology, syntactization is simply the process of linking
syntactic features to the existing lemma representation.
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NOTE
1. This very restricted notion of lemma is what led Caramazza (1997)

to argue that lemma nodes are contentless representations (the “empty
lemma”), and as such they are dispensed with in his model of lexical ac-
cess.
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Abstract: The commentaries provide a multitude of perspectives
on the theory of lexical access presented in our target article. We
respond, on the one hand, to criticisms that concern the embed-
dings of our model in the larger theoretical frameworks of human
performance and of a speaker’s multiword sentence and discourse
generation. These embeddings, we argue, are either already there
or naturally forgeable. On the other hand, we reply to a host of
theory-internal issues concerning the abstract properties of our
feedforward spreading activation model, which functions without
the usual cascading, feedback, and inhibitory connections. These
issues also concern the concrete stratification in terms of lexical
concepts, syntactic lemmas, and morphophonology. Our response
stresses the parsimony of our modeling in the light of its substan-
tial empirical coverage. We elaborate its usefulness for neu-
roimaging and aphasiology and suggest further cross-linguistic ex-
tensions of the model.

R1. The larger context

R1.1. Lexical access in utterance generation

The stated aim of our target article was to present a theory
of lexical access covering “the production of isolated
prosodic words.” Several commentators didn’t like this
straitjacket and preferred to consider lexical access in the
larger pragmatic context of utterance generation. We share
this preference, and a historical note may clarify our posi-
tion. The larger framework was developed by Levelt (1989;
henceforth Speaking), which outlines a theory of speaking,
the skill that gets us from communicative intentions within
ever-changing pragmatic settings to articulated utterances.
A major observation in reviewing the relevant literatures
was that a core aspect of this skill, lexical access, was theo-
retically deeply underdeveloped. Our team at the Max
Planck Institute set out to fill this gap, and the target arti-
cle reports on a decade of research dedicated to unraveling
the process of normal lexical access. This required, among
other things, the invention (by us and by others) of appro-
priate reaction time paradigms. Of course, the pragmatic
context is limited in the laboratory (although none of our
subjects ever said “this is not the real world”), but we always
had the larger, explicit theoretical framework at hand. Sev-
eral comments on our target article can be handled by re-
ferring to that framework.

Gordon addressed the issue of pronoun generation, in-
deed something we hardly touched on in the target article.
He suggested that the primary purpose of unreduced re-
ferring expressions is “to introduce semantic entities into a
model of discourse, whereas the primary purpose of pro-
nouns (and other reduced expressions) is to refer directly
to entities that are prominent in the discourse model” – al-
most a citation from Speaking (sect. 4.5.2). Meanwhile
Schmitt (1997) in her Max Planck dissertation project, elab-
orated this notion in terms of a processing model and per-
formed the relevant reaction time experiments.

Hirst’s well-taken discussion of language-dependent
conceptualization, as it may occur in bilinguals, is fore-
shadowed in section 3.6 of Speaking, referred to in section
3.1.2 of the target article. Unlike Hirst, though, we are not
worried by the thought that many, or even most, lexical con-
cepts are language-specific. The empirical evidence for
such a notion is rapidly increasing (see, e.g., Slobin 1987;
1996; 1998). We agree that this is a special challenge for
modeling the bilingual lexicon.

Ferreira correctly notes (and has demonstrated experi-
mentally) that a word’s prosody will vary from context to
context. For instance, a word tends to be relatively long in
phrase-final position or when it is contrastively stressed.
Chapter 10 of Speaking outlines an architecture for the
modulation of phonetics by such higher-level types of in-
formation. In that architecture there is indeed parallel
planning of prosody and lexical access, as Roberts et al.
would have it. These commentators could have read in sec-
tion 10.3.1 (“Declination”) of Speaking how declination and
resetting are conceived within that framework. Indeed,
these phenomena are not handled through conceptual in-
put, and neither are the setting of amplitude and duration.
It is curious to be confronted with a caricature of one’s the-
oretical framework and subsequently to be accused of not
justifying one’s assumptions.

Another issue directly related to the larger sentential
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in this way, errors of types (1) and (2) may also find their ex-
planation in these terms. Several examples in the commen-
tary and the relevant papers suggest a reorganization of the
lexicon towards “fixed expressions.” These are stored “lexi-
cal” items with complex lemma structures. Very little is
known about their production.

R6. Suggestions for future research

Several commentators have alerted us to issues that 
we have not treated yet. One of these is the embedding of 
our theory in a comprehensive theory of development
(Roberts et al.; Zorzi & Vigliocco). Here we respond to
those homework assignments that may be manageable
within another decade of research. We do, for instance,
whole-heartedly agree with Cutler & Norris that compre-
hension and production researchers should join forces to
create a parsimonious model to account for both capacities.
In section 3.2.4 of the target article we proposed (Assump-
tion 3) that, from the lemma level up, the two networks are
identical; however, we have argued for one-way connec-
tions at lower processing levels. Cutler and Norris similarly
argue for one-way bottom-up connections in the perceptual
network. Hence the two networks are arguably different at
that level of processing. What is in urgent need of develop-
ment is a theory of their interconnections. Carr (personal
communication) proposes to focus on the word-frequency
effect. It arises in both production (see our sect. 6.1.3) and
perception, and in both cases it involves access to the
phonological code. Can there be a unified theoretical ac-
count? Hirst wonders whether syntactic operations on the
lemmas can feed back to the lexical concepts. Assumption
3 invites the answer “yes.” Chapter 7 of Speaking presents
examples of syntactic operations checking conceptual argu-
ment structure (see also sect. R2.1.2). But Hirst’s point for
future research is whether speakers will adapt their lexical
choice if the developing syntactic structure turns out to
have no solution for the current set of lemmas. We would
expect this to happen, but an experimental demonstration
will not be easy. In addition, Hirst invites a psychological ac-
count of how pleonasm is (usually) prevented in our lexical
choices. Theoretical solutions to both issues may naturally
emerge from Kempen’s (1997) recent work. It already pro-
vides a principled theoretical solution to the conceptual pri-
macy effects in the generation of syntax, as referred to in
Dell et al.’s commentary. Gordon’s homework assignment
is to further relate lexical choice to the constraints arising
in discourse. This obviously involves pronominalization (ex-
tensively discussed in Speaking) and other reduced or al-
ternating forms of reference. The experimental work is on,
both in our own laboratory and other laboratories (see
Schmitt 1997 and Jescheniak & Schriefers’s commen-
tary). Another important area of investigation is the use of
what Clark (1998) calls “communal lexicons.”

Dell et al. close their commentary by recommending
the study of attentional mechanisms that control the timing
of the activation of conceptual and linguistic units. We have
already taken up this challenge. Assuming that there is a
close relationship between gaze and visual attention, we
have started to register speakers’ eye movements during the
description of pictures in utterances such as the ball is next
to the chair (Meyer et al. 1998). In a first series of experi-
ments, we found that speakers have a strong tendency to

fixate on each object they name and that the order of look-
ing at the objects corresponded almost perfectly to the or-
der of naming. Most importantly, we found that speakers
fixated on each object until they had retrieved the phono-
logical form of its name. This suggests that at least these
simple descriptions are generated in a far more sequential
way than one might have expected. Whether more complex
utterances are generated in the same sequential manner
must be further explored.

Some homework assignments failed to come forth. We
were somewhat surprised to find that two core issues of
word-form encoding, the generation of morphology and the
generation of metrical structure, invited very little reaction.
The experimental findings are nontrivial, and in fact the
first of their kind in language-production research; they cry
out for cross-linguistic comparisons. It is by no means ob-
vious that the generation of morphology involves the same
mechanisms in languages with limited morphological pro-
ductivity (such as Dutch or English) and languages whose
generativity largely resides in morphology (such as Turk-
ish). The storage/computation issue that we addressed for
the generation of a word’s metrical phonology will most cer-
tainly be resolved differently for stress-assigning languages
(such as Dutch or English) than for languages with other
rhythmic structures. The production mechanisms will
probably vary as much as the corresponding comprehen-
sion mechanisms (see Cutler et al. 1997 for a review).
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