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Abstract

A major goal of psycholinguistics is to gain a better understanding of how syntactically complex
sentences are processed. Pursuit of this goal has frequently focused on the contrast between object-
and subject-extracted relative clauses (RCs). Although a large body of literature demonstrates that
comprehension is more difficult for object RCs than for subject RCs, the proposed explanations
for this processing asymmetry are diverse and hotly debated. This article reviews theoretical
accounts of RC processing in terms of whether they characterize the critical differences in com-
prehension difficulty as arising from memory processes, interpretive processes, or processes tuned
to the frequency with which different types of language are encountered.

Understanding the cognitive mechanisms that enable us to process and comprehend syn-
tactically complex sentences is a central goal of psycholinguistics. The contrast between
subject-extracted and object-extracted relative clauses (RCs) has provided an empirically
rich test bed for pursuing this goal. In a subject-extracted RC (SRC), as in (1), the head
noun phrase (NP) serves as the subject of the RC, whereas in an object-extracted RC
(ORC), as in (2), the head NP serves as the object of the RC. According to standard lin-
guistic accounts, both SRCs and ORCs contain a phonologically empty placeholder—or
gap—that is co-indexed with the head NP (the senator in the examples below). In (1), this
gap (denoted by D) appears in the subject position of the embedded verb (e.g., the senator
bothered the reporter), whereas in (2), this gap appears in the object position of the embed-
ded verb (e.g., the reporter bothered the senator). In order to understand the sentence, the lis-
tener or reader must use information from the filler to interpret the gap, which would
otherwise lead to an ungrammatical sentence.

(1) The senator that D bothered the reporter caused a big scandal.

(2) The senator that the reporter bothered D caused a big scandal.

This contrast is appealing because both sentences contain an extracted element that must
be encoded, integrated into the RC, and attached to an NP in the main clause. In addi-
tion, both sentences contain exactly the same words and differ only in word order.
Despite these similarities, a large body of literature using diverse methods has demon-
strated that ORCs impose greater processing difficulty than SRCs (e.g., Caplan et al.
1998; Caramazza and Zurif 1976; Ford 1983; Holmes and O’Regan 1981; Just et al.
1996; King and Just 1991; Wanner and Maratsos 1978).

Three broad classes of explanations have been proposed to explain the asymmetry
in processing RCs: (1) those focusing on memory limitations during complex sentence
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processing, (2) those focusing on semantic and ⁄ or pragmatic interpretation, and (3) those
focusing on differences in experience in processing different types of sentence structures.
In this paper, we consider complex-sentence processing from each of these three perspec-
tives. Our review focuses specifically on English RCs, as English has been the language
used in the majority of RC studies. The processing of RCs has also been studied in a
variety of other languages, including: Basque (Carreiras et al. 2010), Chinese (Gibson and
Wu forthcoming; Hsiao and Gibson 2003; Kuo and Vasishth 2006; Lin 2008), Dutch
(Mak et al. 2002, 2006), French (Cohen and Mehler 1996; Frauenfelder et al. 1980;
Holmes and O’Regan 1981), German (Mecklinger et al. 1995; Schriefers et al. 1995),
Hungarian (MacWhinney and Pleh 1988), Korean (Kwon et al. 2010; Lee et al. 2007),
Japanese (Ueno and Garnsey 2008), and Spanish (Betancort et al. 2009). Although cross-
linguistic comparisons in RC processing have become a very active research area that
may help answer key questions about RC processing, reviewing that work is beyond the
scope of this paper.

Approaches to the ORC-SRC Processing Difference

MEMORY ⁄ RESOURCE-BASED MODELS

One class of theories attributes the ORC-SRC processing asymmetry to the cognitive
burden imposed by ORC structures. Whereas the extracted element in an SRC (senator
in 1) can be immediately attached to the embedded verb and integrated into the RC,
the extracted element in an ORC (senator in 2) must be held in memory across interven-
ing words until it can be integrated. This idea was originally developed and promoted by
Miller and Chomsky (1963), who observed that sentences containing multiple embedded
syntactic structures can sometimes be nearly impossible to understand, presumably
because the reader must keep track of several unattached NPs, which may overload
working-memory capacity. Experimental support for this perspective came from Wanner
and Maratsos (1978), who had participants read sentences like (1) and (2), but also gave
them a list of names to remember at a specific point during the sentence. Results
revealed that the ORC-SRC difference (measured in terms of name recall and compre-
hension of the sentence) was largest when the memory load was imposed during the RC
region, compared to any other region of the sentence, suggesting that readers had to
devote cognitive resources to maintaining the extracted NP in memory along with the
list of names (see also Just and Carpenter 1992; King and Just 1991; cf. Waters and
Caplan 1996).

Whereas these early characterizations of the role of memory in complex-sentence pro-
cessing focused on capacity limitations, more recent approaches have shifted the focus to
sentence-internal cues that can influence memory processes. This perspective has been
particularly useful in developing the cue-based parsing framework (Lewis and Vasishth
2005; Lewis et al. 2006; Van Dyke and Lewis, 2003), under which difficulty during com-
plex-sentence processing is viewed as arising from difficulties associated with memory
encoding, storage, and retrieval. The notion of sentence processing as a cue-based process
is very similar to Ericsson and Kintsch’s (1995) concept of long-term working memory,
which proposes that the role of memory in supporting skilled performance is incompati-
ble with a model that emphasizes the limited capacity of working memory, but instead
indicates a highly organized system that allows information to be retrieved from long-
term memory rapidly and efficiently. Support for this view comes from experiments that
have shown that highly skilled tasks, such as language comprehension, are resumed with
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ease following an interruption (e.g., Ericsson and Kintsch 1995; Ledoux and Gordon
2006).

Under a cue-based model, a key factor that has been shown to cause comprehension
difficulty is memory interference from other words in the sentence. In particular, Bever
(1974) observed that comprehension of a double center-embedded structure such as (3)
improves substantially when the NPs come from different semantic classes, as in (4),
rather than all being of the same category (e.g., role terms).

(3) The senator the banker the salesman knows trusts caused a big scandal.

(4) The senator everyone I know trusts caused a big scandal.

The contrast between (3) and (4) demonstrates that the difficulty in processing a complex
sentence depends in large part on the types of NPs that are used; however, two different
approaches have emerged to explain how exactly the semantic characteristics of the NPs
in a complex sentence influence memory demands.

According to the dependence locality theory (DLT; Gibson 1998, 2000; Grodner and
Gibson 2005; Warren and Gibson 2002), ORCs are more difficult to process than SRCs
because of the greater distance that the unattached head noun (NP1) must be maintained
in memory before it can be integrated with a verb. Critically, the DLT proposes that the
integration process will impose greater difficulty on the reader as the number of interven-
ing discourse referents between NP1 and the embedded verb increases. Furthermore, this
account draws on the givenness hierarchy (Gundel et al. 1993) to explain how the dis-
course-pragmatic characteristics of the embedded noun (NP2) contribute to the cognitive
burden. That is, referents that are more central to the discourse and are presumably
already highly accessible (e.g., ‘‘I,’’ ‘‘you,’’ ‘‘everyone’’) are not as cognitively expensive
as referents that are peripheral to the discourse and are not readily accessible (e.g., ‘‘the
senator,’’ ‘‘the banker,’’ ‘‘the salesman’’). Providing evidence in support of the DLT,
Warren and Gibson (2002) showed that the magnitude of the ORC-SRC processing
difference is inversely related to the givenness of NP2.

In contrast to the DLT’s emphasis on the givenness characteristics of NP2, the simi-
larity-based interference account focuses instead on the relationship between the seman-
tic characteristics of both NP1 and NP2 during RC processing. Under this account, the
difficulty in processing an ORC is influenced to a large extent by the degree of similar-
ity between the two NPs. This view proposes that NP1 and NP2 are encoded and
stored in memory until the embedded verb cues their retrieval, at which point the
reader must assign the correct thematic roles to each NP (i.e., agent and patient roles).
The greater the similarity between NP1 and NP2, the more likely they are to become
confused in memory, thus making it more difficult for the reader to assign thematic
roles correctly. Several experiments have demonstrated support for the notion of similar-
ity-based interference during memory retrieval using methodologies such as self-paced
reading (Gordon et al. 2001, 2004; Van Dyke and Lewis, 2003), eye-tracking while
reading (Gordon et al. 2006), and a concurrent sentence-reading ⁄memory-load task
(Gordon et al. 2002; Van Dyke and McElree 2006). For example, Gordon et al. (2004)
showed that the magnitude of the ORC-SRC processing difference was greatly reduced
when the role term that had been used as NP2 (e.g., the reporter) was replaced by a
proper name, indexical pronoun, or quantified expression (see 5 and 6). The reduction
in difficulty is seen not only in reading times, but also in comprehension-question
accuracies.
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(5) The senator that bothered (the reporter ⁄Bob ⁄you ⁄everyone) caused a big scandal.

(6) The senator that (the reporter ⁄Bob ⁄you ⁄everyone) bothered caused a big scandal.

In addition to focusing on the semantic properties of the critical NPs in a sentence,
recent work has examined the role of lexical frequency in complex-sentence processing.
Johnson, Lowder, and Gordon (2011) have shown that the configuration of high- versus
low-frequency NPs in a sentence influences comprehension in much the same way that
the frequency configuration of words in a list of to-be-remembered items influences
recall (e.g., Merritt et al. 2006). Specifically, work in the memory literature has demon-
strated that recall is better for high-frequency words than low-frequency words when
words are studied in pure lists (i.e., lists containing only high- or low-frequency words).
In contrast, recall is typically better for low-frequency words than high-frequency words
after studying a mixed list (i.e., a list containing both high- and low-frequency words).
This phenomenon has been explained in terms of the item-order account (DeLosh and
McDaniel 1996; McDaniel and Bugg 2008), which proposes that a mixed list of items
draws attention to the item-specific properties of the low-frequency words at the expense
of processing the high-frequency words. This framework is particularly useful for studying
ORCs, given that two NPs must be encoded and stored in memory before either can be
integrated into the sentence. Importantly, NP2 must be retrieved before NP1 to compre-
hend the meaning of the ORC, which makes effective encoding of NP1 critical. Johnson
et al. found that the ORC-SRC processing asymmetry was greatly reduced when NP1
was low-frequency and NP2 was high-frequency, compared to the reverse configuration.
This pattern is consistent with the predictions of the item-order account and further illus-
trates the importance of applying findings from the memory literature to research on
sentence processing.

Memory-based accounts of the ORC-SRC difference face a number of challenges. As
discussed above, initial experimental evidence for these accounts came from tasks showing
that performance on the two types of sentences was influenced by a memory load of unre-
lated words (Just and Carpenter 1992; King and Just 1991; Wanner and Maratsos 1978).
This dual-task method allows sentence processing to be examined within a general
approach to working memory that has been applied to the paper of individual differences
(Daneman and Carpenter 1980) and that has been useful in studying memory in relation to
cognitive domains other than sentence processing (Baddeley 1986, 2000). However, the
strength and consistency of results from this domain-general working-memory approach
have been comprehensively critiqued (Caplan and Waters 1999; Waters and Caplan 1996)
and continue to be a subject of debate (cf. Evans et al. 2011; Fedorenko et al. 2006). Fur-
ther, while sentence-processing research using the dual-task memory-load method began
within the framework of capacity models, it has also contributed to the conceptual shift in
how memory is viewed within sentence processing (Gordon et al. 2002; Van Dyke and
McElree 2006), moving from the working-memory approach to the cue-based parsing
approach (Lewis and Vasishth 2005; Lewis et al. 2006; McElree 2006; McElree et al. 2003;
Van Dyke and Lewis 2003). Like the more traditional working-memory approach, research
within this framework emphasizes the continuity between the nature of processes used for
memory in general and for sentence processing, but instead of focusing on the capacity lim-
its associated with short-term or working memory, it emphasizes processes of encoding and
retrieval as developed in studies of long-term working memory (Ericsson and Kintsch
1995). Both the allure and the challenge of this approach lie in the fact that the organization
of language at the lexical, syntactic, semantic, and pragmatic levels provides elaborate ways

406 Peter C. Gordon and Matthew W. Lowder

ª 2012 The Authors Language and Linguistics Compass 6/7 (2012): 403–415, 10.1002/lnc3.347
Language and Linguistics Compass ª 2012 Blackwell Publishing Ltd



of encoding and retrieving information about sentences as they are being processed. The
kinds of cues that are seen in general memory studies on unorganized lists of words are
rarely dominant in sentence processing (Johnson et al. 2011). As such, the memory compo-
nent of a cue-based parsing approach is most meaningful when it includes specific hypothe-
ses about which facets of language organization play an important role in memory encoding
and retrieval (Lewis et al. 2006).

SEMANTIC ⁄ PRAGMATIC MODELS

A second class of explanations includes theories that highlight semantic or pragmatic fac-
tors that have been hypothesized to influence processing of RCs. The general notion is
that the meaning of a sentence is more straightforward, or is derived in a more straight-
forward way, when the sentence contains an SRC rather than an ORC. Experimental
support for this idea can be seen in the work of King and Just (1991), who showed that
the ORC-SRC processing difference was substantially reduced when there was an inher-
ent semantic relationship between the features of the critical NPs and the actions con-
veyed by the verbs (e.g., The robber that the fireman rescued stole the jewelry.) as compared to
when NP1 and NP2 were equally or arbitrarily related to the action described by the
verbs (e.g., The robber that the fireman detested watched the program.). Theoretical explanations
of meaning-dependent processing of RCs take a variety of forms, which is not surprising
given the diversity of approaches to the meaning of natural language.

One explanatory tactic focuses on pragmatic and discourse factors that contribute to
the felicitous use and easy comprehension of sentences with RCs. Corpus analyses have
shown that the embedded NP in an ORC tends to be an entity that is already given or
familiar in the context of the discourse (Fox and Thompson 1990; Gordon and Hendrick
2005). The purpose of an ORC, under this view, is to introduce a less familiar concept
at the beginning of the sentence, ‘‘ground’’ it in discourse, and then modify it using the
more familiar NP. The embedded NPs in SRCs (when present) do not serve such a
grounding function and therefore do not need to be more given than the modified NP.
Such discourse effects on the ease of RC processing are captured in a different way by
the DLT approach (Warren and Gibson 2002).

A second explanatory tactic focuses on sentence-internal relationships, though some
such approaches incorporate discourse-related constructs. Sentences containing an ORC
that modifies a subject head have been characterized as having a perspective shift that is
not present in sentences containing an SRC (MacWhinney 1977; MacWhinney and Pleh
1988). For example, in a sentence containing an ORC, as in (2), the reader initially takes
the perspective of the senator, switches in the RC to take the perspective of the reporter,
and finally switches back at the matrix verb to the perspective of the senator. The absence
of such perspective switching in sentences with SRCs leads to greater ease in comprehen-
sion (MacWhinney 1977; MacWhinney and Pleh 1988). An alternative (or additional)
approach to sentence-internal factors that influence the ORC-SRC processing asymmetry
focuses on the animacy of the critical NPs (Gennari and MacDonald 2008, 2009; Mak
et al. 2002, 2006; Traxler et al. 2002, 2005). These studies have typically found that
ORCs with animate NP1s and inanimate NP2s, as in (10), are more difficult to compre-
hend than SRCs, as in (7) and (9), regardless of their animacy configurations. However,
the difficulty in processing ORCs relative to SRCs disappears when NP1 is inanimate
and NP2 animate, as in (8).

(7) The article that bothered the reporter caused a big scandal.
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(8) The article that the reporter composed caused a big scandal.

(9) The reporter that composed the article caused a big scandal.

(10) The reporter that the article bothered caused a big scandal.

Traxler et al. (2002, 2005) have proposed that this pattern of results supports the idea that
readers adopt an active filler strategy during the processing of RCs (for a description of
this general approach to syntactic processing, see, e.g., Clifton and Frazier 1989; Frazier
and Clifton 1989). That is, upon encountering the complementizer that, the reader ini-
tially parses the structure as an SRC. This interpretation is found to be incorrect in (8)
and (10), and so the reader must engage in a process of reanalysis. Under this view,
reanalysis of an animate NP1, as in (10), is more difficult than reanalysis of an inanimate
NP1, as in (8), because it is easier to conceive of an inanimate NP being the object of
the RC, compared to an animate NP.

Lowder and Gordon (2011) have recently presented evidence demonstrating that the
difficulty associated with constructions like article bothered in (10) does not contribute to
the difficulty associated with processing the RC. In comparing sentences like (11) and
(12), they showed that (12) was more difficult to process than (11). Crucially, however,
this effect emerged entirely at the embedded verb—not at any other part of the RC, nor
at the main verb of the sentence. This pattern suggests that the difficulty associated with
processing a sentence like (10) arises not because of broad RC-level effects, but rather
because of local difficulty associated with integrating an inanimate NP with a verb.

(11) The reporter that the senator bothered caused a big scandal.

(12) The reporter that the article bothered caused a big scandal.

Furthermore, Lowder and Gordon showed that the difficulty associated with integrating
an inanimate NP with a verb (e.g., The article bothered the reporter) is reduced when the
two constituents appear in separate clauses (e.g., The article that bothered the reporter…).
This pattern of results demonstrates that subject-verb integration is difficult for inanimate
compared to animate NPs, but that this effect is reduced when there is a structural sepa-
ration between them.

Meaning-based accounts of the ORC-SRC difference face a variety of challenges.
Studies falling under this perspective have shown that the magnitude of the ORC-SRC
difference depends on factors such as inherent associations between the meanings of the
critical NPs and the embedded verb (King and Just 1991) and the thematic roles of the
critical NPs (Traxler et al. 2002, 2005). While these studies clearly demonstrate that sen-
tence meaning can moderate RC processing effects, a wealth of other studies have dem-
onstrated the ORC-SRC difference in sentences where the meanings are arbitrary, the
thematic roles are consistent across type of RC, and where the relationships between the
different NPs and the verbs have been counterbalanced across conditions (e.g., King and
Just 1991; Johnson et al. 2011).

Meaning-based accounts also face central questions in determining the boundaries
between sentence-level semantic factors and discourse-level pragmatic factors. For example,
rather than compare performance on ORCs and SRCs, Gennari and MacDonald (2008)
compare performance on ORCs containing active verbs (e.g., The journalist that the article
bothered…) with RCs containing passivized verbs derived from the corresponding ORC
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(e.g., The journalist that was bothered by the article…), claiming that the passive RC con-
struction provides ‘‘a semantically-similar control condition to the structure of interest’’
(p. 165). This characterization is accurate at the level of the truth-conditional semantics
of the sentence, but at a broader level the meaning of the two types of sentences is not
equivalent given the pragmatic implications and discourse functions of passives (e.g., Gor-
don and Chan 1995). Moreover, ORCs and SRCs play different roles in discourse, and
the types of NPs (e.g., pronouns) that are associated with reductions in the ORC-SRC
processing difference have distinct characteristics in terms of information accessibility asso-
ciated with discourse structure, which raises questions about the extent of the semantic
similarity between the active and passive sentences.

FREQUENCY-BASED MODELS

A final class of explanations includes theories that highlight the role of experience in
explaining complexity effects on sentence processing. The general notion is that people
have an easier time understanding sentence structures that they have encountered more
frequently as compared to those that they have encountered less frequently; corpus studies
show that SRCs occur more frequently in English than ORCs (Gordon and Hendrick
2005; Keenan 1975; Roland et al. 2007), giving this idea some appeal in accounting for
the ORC-SRC difference in ease of processing.

Empirical findings presented in support of frequency-based models of language com-
prehension have come from studies that correlate ease of processing to different measures
of experience. For example, the frequency of different types of pronouns within ORCs
and SRCs (as given by corpus counts) has been related to the magnitude of processing
differences between ORCs and SRCs (Reali and Christiansen 2007), in particular provid-
ing some evidence that with certain types of pronouns ORCs are processed more quickly
than SRCs. Experimental (i.e., non-correlational) evidence for the importance of experi-
ence in RC processing comes from the finding that participants who received extensive
practice reading ORCs over multiple sessions later demonstrated significantly faster pro-
cessing of these structures, compared to a group of participants who received the same
amount of practice reading other types of complex sentence structures (Wells et al. 2009).

The role of language experience in RC processing has been incorporated into a variety
of theoretical accounts which provide quite distinct perspectives on language processing.
Simple recurrent networks, as formulated by Elman (1991), have been used to demonstrate
that the highly frequent noun-verb-noun sequence yielded by canonical subject-verb-
object English sentences facilitates processing of the similar noun-verb-noun-verb
sequence in SRC sentences as compared to the less similar noun-noun-verb-verb
sequence of ORC sentences; this pattern occurs even when frequency of SRCs and
ORCs is the same but diminished as the network receives greater training on the artificial
language corpus (MacDonald and Christiansen 2002). Other more syntactically-oriented
accounts have focused on how the difference in overall frequency of the two types of
RCs creates a greater reduction of uncertainty about upcoming input for SRCs as com-
pared to ORCs (Hale 2001; Levy 2008). Recent work has attempted to integrate the
concept of statistical reduction of uncertainty with findings on how the semantic charac-
teristics of head nouns affect the magnitude of the ORC-SRC difference in ease of
processing (Gennari and MacDonald 2008, 2009).

Like memory- and meaning-based accounts, frequency-based accounts face a number
of challenges. While corpus studies show that SRCs are generally more frequent than
ORCs, a large portion of the SRCs analyzed in corpus studies contain an intransitive
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embedded verb (e.g., The toaster that broke…). In contrast, the embedded verb of an
ORC must always be transitive. If SRCs with intransitive embedded verbs are removed
from corpus counts, the robust difference in frequency between SRCs and ORCs is
greatly reduced, with at least one corpus of spoken language (Switchboard) actually show-
ing a higher incidence of ORCs from transitive verbs than SRCs from transitive verbs
(Gordon and Hendrick 2005). This raises the ‘‘grain problem,’’ which pertains to the
need to specify the level (or levels) of language at which frequency operates (Gordon
et al. 2004; Mitchell et al. 1995). All the psycholinguistic studies that we know of con-
trast ORCs with transitive verbs to SRCs with transitive verbs. If overall frequency of
the type of RC is the critical variable in ease of processing (that is, the grain is very
large), then the dependence of relative frequency on verb transitivity is immaterial. How-
ever, studies of the frequency-performance relation in the ORC-SRC difference have
also focused on very fine grains such as the type of pronoun embedded in an RC (Reali
and Christiansen 2007). One solution to the grain problem is to argue that frequency at
any level of language analysis contributes to ease of processing. However, such an
approach must address experiments that have found that substantial differences in the fre-
quencies of distinct classes of NPs observed in ORCs and SRCs are unrelated to the
magnitude of the ORC-SRC difference in ease of comprehension (Gordon et al. 2004).

LOCUS (OR LOCI) OF THE EFFECT

The three accounts of RC processing are similar to one another in that they aim to cap-
ture moment-by-moment steps involved in sentence comprehension and use this infor-
mation to develop their theoretical perspectives. As such, the timing of RC effects (or
their locus with respect to specific words) has been and continues to be the subject of
considerable attention in psycholinguistics. A variety of online methods have been used
to address this question, including eye-tracking during reading (Holmes and O’Regan
1981), continuous judgment tasks (Ford 1983), and self-paced reading (King and Just
1991). For a time something of a consensus emerged from these methods (at least as
implied by the types of analyses reported by different researchers) that the greater diffi-
culty associated with ORCs as compared to SRCs emerged at the last constituent of the
embedded RC (a verb in the case of an ORC and a noun in the case of an SRC) and
continued at the matrix verb (for eye-tracking see Gordon et al. 2006; Holmes and
O’Regan 1981; Traxler et al. 2002, 2005; for self-paced reading see Gordon et al. 2001,
2004; King and Just 1991; Wells et al. 2009; for continuous judgment tasks see Ford
1983). This locus of effects was broadly considered to be consistent with memory-based
approaches to the ORC-SRC difference as it occurs when the memory load of holding
and retrieving NP1 and interpreting NP2 could affect ease of processing.

Two recent papers, one using eye-tracking (Staub 2010) and the other a continuous
judgment task (Forster et al. 2009) have challenged this characterization by providing evi-
dence that differences in ease of processing can be detected earlier in the sentence, at the
constituent immediately following the complementizer. These results have supported the
contention that at least part of the greater processing difficulty associated with ORCs
occurs because they are less frequent than SRCs, causing increased processing load
when the RC is first encountered as proposed by expectancy-based models of sentence
comprehension in which processing load depends on the degree to which incoming
language fits with probabilistic expectations derived from the initial part of a sentence
(Hale 2001; Levy 2008). Acceptance of this conclusion still faces methodological and
interpretive challenges. Examination of ease of processing for ORCs and SRCs under this
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approach requires that processing times be compared for the same words at different sen-
tence positions (e.g., the embedded verb is the first word of the RC in an SRC, but is
the last word of the RC in an ORC), which could account for some differences (see
Johnson et al. 2011 for a detailed discussion). Even if this methodological hurdle is over-
come, the link between locus of the difference in difficulty and the underlying process is
not straightforward. For example, effects found early in RCs could be explained by
memory accounts as being due to greater effort being devoted to encoding in situations
where a memory load is encountered (Johnson et al. 2011) and do not necessitate an
interpretive process based on expectation. Similarly, effects found late in an RC do not
require a memory-based explanation and could be due to the ease with which later parts
of the RC and main clause are integrated semantically with earlier parts of the sentence.

Comparison of Approaches to RC Modeling

The three classes of explanations discussed above do not necessarily provide mutually
exclusive accounts of the greater difficulty associated with the understanding of ORCs
as compared to SRCs. In principle each could explain some aspects of the processing
of the contrast between ORCs and SRCs and cannot be ruled out by a single inconsis-
tent or unexpected finding. This point is perhaps best illustrated by considering the
meaning-based approach to RC processing. As discussed above, several studies have
shown that the magnitude or even the presence of the ORC-SRC processing asymme-
try can be influenced by the meanings of the nouns or noun-verb pairings in the stim-
ulus sentences that are compared. Thus, it is clear that meaning can play an important
role in the processing of relative clauses. However, many other studies have shown that
ORCs are more difficult to process than SRCs when meanings of the nouns or noun-
verb pairings are balanced across the two types of RC sentences, demonstrating that
other factors contribute to the widely attested difference in the ease of processing the
two types of RCs.

Here we briefly sketch how memory, meaning, and frequency might operate within a
processing system and might each at times constrain the processing of complex sentences
such as those containing ORCs; we recognize that development of a full model faces
many challenges and choices. This sketch develops from our idea that the broad concep-
tual differences between memory-based and meaning-based accounts have been reduced
by the theoretical shift in memory-based accounts (discussed above) from a focus on
memory capacity to a focus on how memory encoding, storage, and retrieval operate
within a system of cue-based processing. Cue-based processing accounts specify that com-
prehension depends on the ease with which language information can be encoded into
and retrieved from memory. Further, it seems reasonable to believe that these encoding
and retrieval processes will be easier for those sentences or parts of sentences for which it
is easier to derive a meaningful interpretation (whether at the semantic, pragmatic, or
syntactic level). This makes it difficult to distinguish cases of difficulty in sentence
processing due to memory from those due to meaning, which in turn suggests that mem-
ory-based and meaning-based accounts are fully compatible and often make the same
predictions. It might further be argued that it is easier to encode and retrieve frequent
language patterns than less frequent ones, thereby providing a path to integrate
frequency-based sentence complexity effects within this same general approach.

Of course such an account needs to be specified in much more detail, and important
empirical questions would remain about the division of labor between memory-based,
meaning-based, and frequency-based components of the model. For example, the ORC
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with an embedded pronoun (we) in (13) is almost certainly easier to understand than the
matched ORC with an embedded definite description (the authors) in (14).

(13) The review that we began is almost done.

(14) The review that the authors began is almost done.

Based on the general memory constraints in a cue-based processing approach it could be
argued that it is easier to retrieve NP1 from memory when NP2 is a pronoun rather than
a description because pronouns impose less memory load than descriptions (Gibson 1998)
or because a pronoun and a description are less similar than two descriptions (Gordon et
al. 2001). The meaning-based and frequency-based constraints of a cue-based processing
model would argue that it is easier to interpret the sequence of words as an ORC termi-
nated by a gap that requires retrieval of NP1 when NP2 is a pronoun rather than a
description. This could occur because the functional meaning of an RC is to ground the
head in a specific discourse situation or model, a process that is achieved very effectively
through pronouns (Fox and Thompson 1990). It might also occur because NP2 in an
ORC is frequently a pronoun, which could facilitate recognition of the structure and the
need to retrieve NP1. Determining the degree to which each of these accounts is correct
for this particular contrast is an interesting and important question, but its resolution
would still leave room for constraints on RC processing that arise from meaning, mem-
ory, and frequency.

While this sketch leaves much room for development, its characterization of sentence
processing does make commitments that differ from those found in the broad class of
expectancy models, where processing difficulty results from the degree of match between
expected and actual language input (Hale 2001; Levy 2008; MacDonald and Christiansen
2002; Wells et al. 2009). Expectancy models differ critically from cue-based processing
models in that the difficulty in understanding different types of RC sentences derives
from the ability to accurately predict upcoming information rather than from the difficul-
ties associated with retrieving the head NP from memory. The only role for memory
within expectancy-based models of human language processing would be in the learning
and storage of information based on exposure to language; no working memory (whether
short-term or long-term) is needed (MacDonald and Christiansen 2002). The model that
we sketch makes the alternative commitment, shared by many other researchers, that
retrieving information from (long-term) working memory is a critical constraint on lan-
guage comprehension, one that is seen in the difference in ease of understanding object-
and subject-extracted relative clauses.
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